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A N D R E W  B A R R O N
Andrew Barron of Yale University works at the interplay of InformaƟon 
Theory with Probability and StaƟsƟcs. Prior to joining Yale in 1992, Barron 
was at the University of Illinois at Urbana‐Champaign.  He obtained his PhD 
from Stanford  in 1985  and  Bachelor's from  Rice University  in  1981.  He 
received the Shannon Award and provided the 2024 Shannon Lecture at the 
InternaƟonal Symposium on InformaƟon Theory.  He is a Fellow of the IEEE 
and a winner of the IMS Medallion Prize and the IEEE Thompson 

Prize. He  served as secretary and elected member of the Board of 

Governors of the InformaƟon Theory Society, as associate editor of  the  
TransacƟons  on  InformaƟon  Theory and the Annals  of StaƟsƟcs, and as 

chair of the Thomas Cover DissertaƟon Prize CommiƩee. Research 

accomplishments include generalizing the AEP to conƟnuous‐valued 
ergodic processes, proving an informaƟon‐theoreƟc central limit theorem, 
formulaƟng the index of resolvability, characterizing Minimum DescripƟon 
Length performance, determining asymptoƟcs of universal data 
compression, characterizing concentraƟon of Bayesian posteriors, 
informaƟon‐theoreƟc determinaƟon of minimax rates of funcƟon 
esƟmaƟon, informaƟon‐theoreƟc characterizaƟon of staƟsƟcal efficiency, 
approximaƟon and esƟmaƟon bounds for arƟficial neural 
networks,  informaƟon‐theoreƟc aggregaƟon of least squares regressions, 

and capacity‐achieving sparse regression codes for Gaussian channels. 

Information	Theory	and		
High‐Dimensional	Bayes	

Computation	

A B S T R A C T

Notable advances in informaƟon theory and staƟsƟcs 
are associated with efficient procedures for Bayesian 
computaƟon.  We review the history of such 
developments starƟng with Laplace and Gauss and 
their developments of predicƟve distribuƟons, normal 
approximaƟons, and least squares.   Modern 
counterparts include Kalman filtering, Bayesian belief 
propagaƟon, the context tree weighƟng algorithm, 
LDPC codes, and sparse regression codes. Markov 
chain Monte Carlo procedures broaden the Bayesian 
computaƟon landscape, and rapid informaƟon‐
theoreƟc convergence is available for sampling log‐
concave posterior distribuƟons.  However, arƟficial 
neural network esƟmaƟon is made challenging by the 
mulƟ‐modality of the posterior. We overcome this 
challenge by introducing auxiliary parameters for 
which their distribuƟon is log‐concave and likewise for 
the condiƟonal distribuƟon of the network 
parameters.   An associated procedure computes 
Bayes opƟmal neural net esƟmates.   
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