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San Diego, Calif.,May 15, 2017 -- Itôs been decades in the making -- with hundreds of academic papers and new technologies to show 
for it -- but non-volatile memory (NVM) has now become firmly established as the memory of choice for long-term persistent data 
storage. It was no doubt a refreshing change of pace, then, for attendees at this yearôs annual Non-Volatile Memories Workshop to 
spend time discussing not if NVM will succeed, but instead how to make NVM even more powerful (or even how to make it, in one 
presenterôs bold vision, the center of the computing universe). 
 
NVM, in its most basic sense, is what makes it possible for you to turn off your computer (or unplug your flash drive, a form of NVM) 
and have it still órememberô the last draft of the book youôre working on. Itôs also relatively low-power, boasts fast random-access speed 
and is known for being rugged since it doesnôt require a spinning disk or other moving mechanical parts. 
 
The latest Non-Volatile Memories Workshop was held March 12-14 at the University of California San Diego and brought together both 
academic researchers and industry representatives from Intel, Facebook, IBM, Microsoft and other major corporations to discuss, for 
the eighth year running, how to best store increasingly large amounts of data in smaller spaces. Ideally, this would also be done at 
faster data transfer speeds and at lower cost to the consumer. While those three aspects will likely always be at the forefront of NVM 
development, how NVM will evolve -- and how computing itself will change as the result of advances in NVM -- is anyoneôs guess. 
 
Stanford Electrical Engineering Professor H.S.-Philip Wong has a hunch, however, and he and others at NVMW think the answer can 
be found in one of the most powerful and complicated computational tools in the known universe: The human brain.  
 
In its 2015 grand challenge to develop transformational computing capabilities using nanotechnologies, the White House called the 
human brain ña remarkable, fault-tolerant system that consumes less power than an incandescent light bulb.ò Could the IT industry, 
which has long struggled to make computers more energy-efficient, rise to the occasion and create a scalable, fast and ógreenô 
computation platform that could rival the gray matter inside our skulls? 
 
Wong his colleagues (including UC San Diego Bioengineering Professor Gert Cauwenberghs) were up to the challenge, but they knew 
that for brain-inspired computing to succeed, the energy-demand of memory and accesses would have to be addressed.  In his keynote 
presentation at NVMW, Wong described the development of his teamôs end-product: ñThe  Nano-Engineered Computing Systems, or 
N3XT Technology for Brain-Inspired Computing,ò a new type of silicon-compatible 3D chip that provides massive storage and improves 
efficiency by reducing ñcomputational sprawl.ò 
 
Building óUpô Instead of óOutô 
 
Take a look inside a modern computer processor and itôs not too difficult to imagine it as a suburban neighborhood filled with single-
story ranch-style homes, where wires connect chips much the way roads connect structures.   
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Brain Inspired Memory ñAt the Center of the Universeò 
By Tiffany Fox 

https://obamawhitehouse.archives.gov/blog/2015/10/15/nanotechnology-inspired-grand-challenge-future-computing


But suburban neighborhoods are also notorious for ñsprawlò and all the problems that go along with it: wasted space, long commutes 
and traffic jams. Similarly, inefficiently designed chips lead to data bottlenecks and longer processing times -- something that wonôt 
pass muster among consumers increasingly accustomed to ultra-fast computing for gaming, video-streaming and other high-demand 
applications. 
 
Just as city planners have long called for building ñupò instead of ñout,ò Wong and his team architected the N3XT (pronounced ónextô) 
microchips in the same way, building super-dense skyscraper-style chips that integrate processors with memories and increase 
efficiency by a factor of a thousand.  
 
ñIn two-dimensional systems, energy is spent on memory access and being idle,ò explained Wong at the workshop. ñBut with 3D 
memory-on-chip and high bandwidth, you are only limited by compute computation, and thatôs what we want.ò 
 
Wong further explained that this type of ñhyperdimensional computingò could ultimately combine biologically-inspired algorithms and 
machine-learning algorithms with neuromorphic hardware and conventional hardware (CPUs, GPUs, supercomputers, etc) to create 
neuromorphic chips -- chips that can simulate synaptic function in the brain to perform ñone-shot learningò that wouldnôt require training 
over time. 
 
ñN3XT takes to the next level the concept of low-power, volume-efficient, ó3Dô circuitry that is already revolutionizing NVM design,ò said 
Paul Siegel, professor at UCSD's Center for Memory and Recording Research and NVMW co-organizer. ñBy tightly integrating memory 
and logic, it paves the way for future applications of machine learning and artificial intelligence, technologies that have transformed the 
fields of natural language processing, e-commerce, self-driving vehicles, and personalized health.ò 
 
Added Siegel: ñAs a platform for the next generation of brain-inspired computing, N3XT opens the door to a flood of novel real-time 
computing applications that will profoundly affect how we reason about and interact with the world.  These advances will impact the 
ways that we - and a new generation of intelligent robots - communicate, make things, travel, and even express ourselves artistically.ò 
 
Memory-centric Computing: ñMusic to Our Earsò 
 
Itôs one thing to rethink chip architecture -- itôs another thing altogether to suggest a complete overhaul of how computers are built, from 
top to bottom. But thatôs essentially what Western Digital Chief Technology Officer Martin Fink proposed in his keynote talk, delivered 
on the second day of NVMW before technical sessions on database and file systems, coding for structured data and other 
specializations. (The previous dayôs technical sessions included talks on operating systems and runtimes for NVM, error modeling and 
error-mitigation codes as well as architecture and management policies). 
 
Fink began by discussing one of the stark realities of computing: Networks are increasingly unable to handle the high rate of data 
growth and are simultaneously becoming more expensive to operate. Storage, meanwhile, continues to diminish in cost while 
increasing in density, which suggests the next logical step is to move toward memory-centric computing. 
 
To achieve this, Fink -- the former director of HP Labs -- proposed that engineers must rethink the entire computing stack ñfrom the 
ground upò by architecting chips to be completely memory-centric, where computer memory rather than the CPU ñis at the center of the 
universeò (something Siegel remarked ñshould be music to our earsò). Petabyte-scale memory, in other words, would be its own 
independent system (likely a type of memory known as resistance RAM or ReRAM), with CPUs attached to the memory as needed. 
Instead of moving the data to the CPUS, in other words, the CPUs would move to the data.  
 
Fink admitted that ñrethinking how weôve done things since 1945 is really, really hard. Rather than the CPU being the center of the 
universe,ò he continued, ñwe need to flip the model to minimize the travel of data through the storage memory hierarchy and instead 
distribute the CPUs and have ónearô and ófarô data with memory storage at the center.ò 
 
Fink likened this change in paradigm to the disruption that arose when scientists believed that the universe revolved around the Earth 
ñand then Copernicus came in and turned that on its head.ò   
 
ñThere is a lot of work across the ecosystem that needs to happen, a lot of invention required,ò Fink added, encouraging those in 
attendance at NVMW to write systems and applications software that rethinks the current hierarchy.  
 
ñMartin has the right idea ï the changes that NVMs require are dramatic and we have found that once you start unraveling them, they 
reach almost every aspect of computer system design,ò said Steve Swanson, director of UCSDôs Non-volatile Systems Laboratory and 
co-organizer of the workshop. 
 
Fink acknowledged that modern computing is built on mathematician John Von Neumannôs concept that a computerôs program and the 
data it processes can be stored in the computerôs memory, but he also noted that Von Neumann proposed this approach in 1945 when 
computer memory was a scarce resource. Added Fink: ñIf you had access to all of the existing compute technology, but were building 
the worldôs first computer, would you build it the same way? I think the answer is no. Itôs time to let go of all the conventional thinking.ò  

NVMW 2017 

(Continued from P.1) 

2 



NVMW 2017 
(Continued from P.2) 

 

 As you can see in both the presentations and discussions with students and faculty, the Center for 
Memory and Recording Research continues to expand its research into non-volatile memories, which 
complements our strong history in magnetic recording research. The research on non-volatile memory is 
also highlighted by the 8th annual Non-Volatile Memories Workshop (NVMW), which was held on March 12-
14, 2017 and was organized by Paul H. Siegel, Steve Swanson, Eitan Yaakobi, and Hung-wei Tseng 
(NSU). This workshop provides a unique showcase for outstanding research on solid state, non-volatile 
memories, and the planning for the next workshop has begun.  We also continue to build our partnership 
between CMRR, NYU, the University of Lorraine, the University of Paris-Sud, and the Thales Laboratory in 
France. The collaboration is part of the new International Associated Laboratories (LIA), which is a 
ñlaboratory without wallsò, focused on Nanoelectronics and sponsored by the Centre National de la 
Recherche Scientifique (CNRS) in France. This association will enhance the exchange of faculty, post-docs, 
and students between labs, and provide new opportunities for collaborative research.  

However, I have to close on a sad note, both for myself and the CMRR community. Professor Sheldon "Shelly" Schultz, one of 
the founding members of the physics faculty at UC San Diego, who received world-wide acclaim for his contributions to the discovery of 
"metamaterials," passed away on January 31 in his La Jolla home at the age of 84. Professor Schultz was integral in the founding of 
CMRR and was the Director of CMRR for ten years, where his efforts led to the successful development of CMRR into a world-class 
research organization. The ñSheldon Schultz Prize for Excellence in Graduate Student Research" was established in part to honor his 
contributions to CMRR. There will also be a Schultz Symposium on Sept. 18, 2017 at the Jack Keil Wolf auditorium located in CMRR to 
honor the scientific accomplishments of Shelly Schultz, where the speakers will include a number of Shellyôs former students and 
collaborators.  

DIRECTORôS LETTER 

Eric E. Fullerton 

RESEARCH HIGHLIGHT 

Skyrmion Formation in Magnetic Thin Films and Heterostructures 
Sergio Montoya, Simon Couture, Vitaliy Lomakin and Eric E. Fullerton, UC San Diego 

UC San Diego, CMRR 

Magnetic skyrmions are small magnetic domains that are topologically non-trivial as 
shown schematically in Fig. 1. They are characterized by a twist of the magnetization that 
forms a continuous winding of the magnetization across the domain.  The topology is 
described by a quantized and conserved winding number. The term skyrmion arises from 
the original work of Skyrme some fifty years ago that described baryons as topological 
defects of continuous fields. These defects could be considered ñprotectedò because they 
were characterized by a topological integer that cannot be changed through any continuous 
deformation of the field. Since then ñskyrmionò states have been found in condensed matter 
systems such as liquid crystals, quantum Hall systems, ferroelectrics, and magnetic 
materials. The interest in magnetic skyrmions is driven by novel physics and potential 
applications. The spin texture topology ñprotectsò skyrmions from scattering by structural 
defects, allowing them to be moved with ~105 times lower current density than a 
conventional magnetic domain. These features make magnetic skyrmions appealing for low 
power memory and information processing applications based on spin torque transfer and 
the topological spin Hall effect. We have ongoing research into the discovery of new 
magnetic materials hosting skyrmions, the observation of novel properties of skyrmions and 
the integration into skyrmion-based devices [1-5].  

 
 
 

Figure 1: Schematic spin structure of 
a magnetic skyrmion showing a continu-
ous winding of the magnetization. 
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